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Abstract

This article studies the Quay Crane Scheduling Problem with non-crossing constraints,
which is an operational problem that arises in container terminals. An enhancement to a
mixed integer programming model for the problem is proposed and a new class of valid in-
equalities is introduced. Computational results show the effectiveness of these enhancements
in solving the problem to optimality.

1 Introduction

A container terminal manager is faced with several interesting and challenging optimization prob-
lems and the topic of applying operational research methods to optimize container terminal op-
erations has received a great amount of attention in recent years. The most important container
terminal optimization problems as well as related solution methods are surveyed by [6] and [5].

The focus of this article is on the quay crane scheduling problem (QCSP). In the QCSP a container
vessel and a number of quay cranes are given and the objective is to make a schedule for the quay
cranes such that the tasks that need to be performed on the vessel are carried out in a way that
satisfies both the terminal manager and the vessel owner. Typically it is of primary importance to
serve the vessel as quickly as possible. This is in the interest of the terminal manager, as it ensures
that valuable quay space is freed up quickly and that labor cost is kept in check. It is also in the
interest of the vessel owner, because it means that the ship can quickly commence its voyage, so
to minimize unproductive time.

A conceptual container vessel is displayed in Figure 1. The figure shows that storage space on the
vessel is divided into bays, rows and tiers, with a certain bay–row–tier combination pointing out a
cell in the vessel that can store one forty feet container. This figure is, of course, a simplification. In
practice the containers are not stored in a box-shaped vessel, the system for numbering positions
on the vessel is different from what is used here and containers come in different sizes. The
reader is referred to, for example, [4] for a more realistic description of a container vessel. For
the purposes of this work, the simple description is sufficient since, as it is common in the QCSP
literature, the assumption is made that each task consists of unloading and loading an entire bay.
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Figure 1: Conceptual container vessel

The QCSP model studied in this article is the one presented in [3] and the contribution of the
article is to show how the model, in a very simple way, can be improved to make it much more
tractable for off-the-shelf solvers like CPLEX. Let B = {1, ..., n} be the set of bays, K = {1, ..., m}
the set of quay cranes and pb the processing time of bay b ∈ B. Each crane can process one
bay at a time. Once the processing has started it has to run to its end. Cranes are running on
rails, so they cannot overtake each other. The dimensions of bays and cranes are such that it is
impossible to place two or more cranes at any bay simultaneously. it must be decided which crane
should process which bay and at what time, while respecting the non-crossing constraint and the
necessary time for processing each bay. It is assumed that the time for moving the crane between
bays is negligible compared to the time for processing each bay. The objective is to minimize the
make-span of the entire operation; that is, to minimise the ending time for the crane that ends
the latest.

A classification scheme for QCSP formulations as well as a survey of contributions to the prob-
lem are presented in [1]. QCSP formulations are classified according to four attributes: 1) task
attribute, 2) crane attribute, 3) interference attribute and 4) performance attribute. The QCSP
studied in this article is classified as “Bay | – | cross | max(compl)” which means that 1) each
individual task is a bay — as opposed to a group of bays or a single container at the two extremes,
2) there are no special attributes associated with cranes, 3) the non-crossing of cranes is respected
and 4) the maximum completion time of all tasks is minimized.

2 Mathematical model

The mathematical model is based on that of [3]which in turn is an improved version of the model
presented by [2]. The model uses the binary variable xbk which is 1 if and only if bay b ∈ B is
served by crane k ∈ K , the binary variable ybb′ is 1 if and only if work on bay b ∈ B is finished
before work on bay b′ ∈ B starts. The variables cb indicate the completion time of bay b ∈ B
and c is the overall makespan. Using these variables and letting M be a sufficiently large positive
integer number, the model is:

min c (1)
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subject to c ≥ cb ∀b ∈ B (2)

cb ≥ pb ∀b ∈ B (3)∑
k∈K

xbk = 1 ∀b ∈ B (4)

cb ≤ cb′ − pb′ +M(1− ybb′) ∀b, b′ ∈ B, b ̸= b′ (5)∑
k∈K

kxbk −
∑
k∈K

kxb′k + 1≤ M(ybb′ + yb′b) ∀b, b′ ∈ B, b < b′ (6)∑
k∈K

kxb′k −
∑
k∈K

kxbk ≤ b′ − b+M(ybb′ + yb′b) ∀b, b′ ∈ B, b < b′ (7)

xbk = 0 ∀b ∈ B, k ∈ K , k > b (8)

xbk = 0 ∀b ∈ B, k ∈ K , n− b < m− k (9)

xbk ∈ {0, 1} ∀b ∈ B, k ∈ K (10)

ybb′ ∈ {0, 1} ∀b, b′ ∈ B, b ̸= b′ (11)

cb ∈ R ∀b ∈ B (12)

c ∈ R (13)

The objective function (1) minimizes the total make-span of the process. Constraint (2) together
with the minimization of the objective function ensures that c is equal to the largest of all com-
pletion times. Constraint (3) makes sure that the completion time of each bay is greater than its
processing time. Constraint (4) ensures that every bay is served by exactly one crane. Constraint
(5) links the ybb′ and cb variables. It forces ybb′ to zero whenever cb > cb′ − pb′ , that is, when
b′ is started before b finishes. Constraint (6) makes sure that the cranes do not cross and that
each crane is working at one bay at a time. Constraint (7) ensures that there is always is enough
space between two cranes (e.g. that crane 1 and 3 never are servicing two adjacent bays simul-
taneously). Constraints (8) and (9) ensure that no crane is pushed outside the bounds of the
ship. This is illustrated in Figure 2 that shows an example with 8 bays and 3 quay cranes. In this
example it is only crane 1 that is feasible for bay one; crane 2 and 3 are not feasible since that
would imply that crane 1 is pushed further left and there may not be space for that since another
vessel may be moored directly to the left of the current vessel or the vessel may be at the end of
the quay. Similarly it is only crane 2 and 3 that can serve bay 7 since serving it by crane 1 would
imply that crane 3 is pushed out of bounds. In the example, constraint (8) fixes x12, x13 and x23

to zero and thereby ensures that no crane is pushed too far left. Constraint (9) fixes x71, x81 and
x82 to zero implying that no crane is pushed too far right.
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Figure 2: Bays and feasible quay cranes

The model is different from that of [3] in two ways. [3] creates two dummy bays and two dummy
cranes in order to avoid cranes being pushed out of bounds. The dummy bays are situated at
each end of the ship and the dummy cranes are locked to serving the two dummy bays during
the entire planning period. As explained earlier, in this model the same issue is handled by the
variable fixing done in (8) and (9). This modeling approach is preferred, as it requires fewer
decision variables and constraints, while making the model easier to understand as well.

3



The second difference is that constraint (17) of [3] has been left out. Using the notation of this
paper, the constraint is

cb +M ybb′ ≥ cb′ − pb′ ∀b, b′ ∈ B, b ̸= b′

It forces ybb′ to 1 when cb < cb′ − pb′ , that is, when b′ starts after b finishes. Forcing the ybb′
variable to one has no impact on the solution of the model since the only other place where ybb′
occurs is in constraints 6 and 7 and here a value of one implies that the constraint will never be
binding. The only drawback is that the ybb′ sometimes can have a value 0 in the final solution
when the value logically should be 1, but that is not an issue as the only interest is in the values
of the xbk, cb and c variables.

The following simple family of valid inequalities has been introduced and its significant impact
on computing experiments will be later shown:

c ≥∑
b∈B

xbkpb ∀k ∈ K (14)

Inequality (14) simply forces the overall make-span to be greater than the sum of all the processing
times of the bays served by the same crane.

3 Computational results

The purpose of the computational results is to show the impact of inequality (14) when solving
model (1) – (13). The computational tests were performed using a 2.93 GHz Intel Core i7 model
940 that has 4 cores. The MIP model was solved using CPLEX 12.4 which was allowed to use
all cores of the computer and was allotted one hour per run. Table 1 shows results on the 24
instances used in [3] and compare results with and without constraint (14), as well as the results
reported by [3]. The authors obtained the original data set from Lee and Chen and conducted
the experiments using these instances.

The first column in the table reports the instance name, the first number gives the number of
bays while the second gives the number of quay cranes. The next 6 columns report results from
the mathematical model, including constraint (14). The first three of these columns report the
lower and upper bounds when CPLEX terminated and the corresponding gap is calculated as (UB-
LB)/LB · 100%. The next columns report the time spent by CPLEX, where a dash indicates that the
solver timed out. The last two of the six columns report if the problem was solved to optimality
and the number of branch and bound nodes explored. The following six columns show the same
information for the model without constraint (14). The second to last column reports the best
solution found by [3]. Values marked with superscript “A” were found using CPLEX, while values
marked with superscript “B” were found using a heuristic. The last column reports if the instance
was solved to optimality in [3].

A first observation is that the valid inequality has a tremendous impact on the model. Consider
for example the first instance. Without the inequality, CPLEX needs about 90 times as much time
and needs to explore around 290 times as many nodes in the branch and bound tree in order to
solve it to optimality. CPLEX is able to solve 15 instances to optimality when using the inequality
and only 4 instances without the inequality. For the instances that none of the models can solve
to optimality, the gap is much lower for the model using the inequalities.

When comparing to the results reported by [3], it can be noticed that even the model without the
valid inequality is able to solve more instances to optimality. This has been attributed to the fact
that the experiment reported in this paper are using a faster computer and a more recent version
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of CPLEX. [3] used a 3 GHz Pentium IV computer and did not report which version of CPLEX they
used. The authors do not believe that the fact that they are using slightly fewer variables and
constraints in their model has a great impact on CPLEX’s ability to solve the problem.

The optimal results obtained with the proposed valid inequalities are often substantially better
than the heuristic solutions reported in [3] and for most of the instances that were not solved to
optimality, CPLEX is still able to find a better solution than Chen and Lee’s heuristic. On the other
hand, their heuristic is much faster and never uses more than 15 seconds.

The heuristic is also able to find a better solution than CPLEX for the largest instances with 100
bays. However, no container ship has 100 bays so such an instance is not realistic: one of the
largest container ships currently in operation, Emma Maersk, has approximately 23 bays (based
on inspection of photos). It is therefore possible to conclude that the enhanced model, within one
hour, is able to solve most of the realistic sized instances to optimality.

4 Conclusion

In this article the quay crane scheduling model proposed by [3] has been revisited. A simple family
of inequalities has been introduced and this has been shown to have a great impact on the ability
to solve the model to optimality. Computational results showed that the improved model is able
to solve most instances with realistic size to optimality. The authors believe that the model can
provide inspiration for further work in this and related areas and that the computational results
provided can be used as a basis for comparison for future heuristics for the problem.
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